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ABSTRACT:  As in reference this paper begins with the definition of data mining classification and its application. This 
paper also includes knowledge resource; knowledge types and/or knowledge datasets; data mining tasks; and data 
mining techniques and applications used in knowledge management. The article first briefly describes the definition of 
data mining and data mining functionality. Then the knowledge management rationale and major knowledge management 
tools integrated in knowledge management cycle are described. Finally, the applications of data mining techniques in the 
process of knowledge management are summarized and discussed.  
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1. INTRODUCTION 

 

In information era, knowledge is becoming a 

crucial organizational resource that provides 

competitive advantage and giving rise to 

knowledge management (KM) initiatives. 

Many organizations have collected and stored 

vast amount of data. However, they are unable 

to discover valuable information hidden in the 

data by transforming these data into valuable 

and useful knowledge [1]. Managing 

knowledge resources can be a challenge. Many 

organizations are employing information 

technology in knowledge management to aid 

creation, sharing, integration, and distribution 

of knowledge.Data mining is the process of 

discovering potentially useful, interesting, and 

previously unknown patterns from a large 

collection of data [2].Data mining (sometimes 

called data or knowledge discovery) is the 

process of analyzing data from different 

perspectives and summarizing it into useful 

information - information that can be used to 

increase revenue, cuts costs, or both [3].Text 

mining involves the application of 

techniquesfrom areas such as information 

retrieval,naturallanguage processing, 

information extraction anddata mining [4].The 

aim data mining isto uncover previously 

unknown, useful knowledge [4].POWERFUL 

data acquisition systems (such as 

minicomputers, microprocessors, transducers, 

and analog-to-digital converters) that collect, 

analyze, and transfer data are in use in various 

mid-range and large organizations [5], [6]–[7], 

[8].Knowledge management is a process of 

data usage [9]. The basis of data mining is a 

process of using tools to extract useful 

knowledge from large datasets; data mining is 

an essential part of knowledge management 

[9].Wang & Wang (2008) point that data 

mining can be useful for KM intwo main 

manners: (i) to share common knowledge of 

business intelligence (BI) context among data 

miners and (ii) to use data mining as a tool to 

extend human knowledge. Thus, data mining 

tools could help organizations to discover the 

hidden knowledge in the enormous amount of 

data. 

 

As a part of data mining research, this paper 

focuses on surveying data mining applications 

in knowledge management through a 

literature review of articles from 2007 to 2012. 

The reason for reviewing research article this 

period is that data mining has emerged in KM 

research theme since 2006 [10] and it plays 

important roles as a link between business 

intelligence and knowledge management [11]. 
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For article filtering, we search for the keyword 

‚data mining‛ and ‚knowledge management‛ 

in the article title, abstract, and keywords 

fields on the Science Direct database. We limit 

the document search to date range published 

2007 to 2012 and only document type of 

‚research article‛ is included. The total                                                  

Year of Publication 

Figure 1 Number of Articles with‚Data 

Mining‛ and ‚Knowledge Management‛ in the 

Title, Abstract, or Keyword Fields 2007-2012 

 

 
 
 
number of documents published for this query 

by year shows in Figure 1. 
The full text of each article is carefully 
reviewed to eliminate those articles that are 
not related to application of data mining in 
KM and not described how data mining could 
be employed or helped in KM. There are 10 
articles related to these selection criteria. 

 

Based on 10 articles on data mining 
applications for knowledge management, we 
survey and classify according to the six 
categories of data mining techniques: 
classification, regression, clustering, 
dependency modeling, deviation detection, 
and summarization. 

 

The purpose of this paper is to review 

literature related to application of data mining 

techniques for KM in academic journals 

between 2007 and 2012. We organize this 

paper as follows: first, data mining definition 

and the data mining task primitively used in 

this study are described; second, the definition 

of knowledge management and the 

knowledge capture and creation tools are 

presented; third, articles about data mining in 

KM are analyzed and the results of the 

classification are reported; and last, the 

conclusions of the study are discussed. 
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2. DATA MINING 

 

2.1 Definition of Data Mining 

 

Data mining is an essential step in the 

knowledge discovery in databases (KDD) 

process that produces useful patterns or 

models from data (Figure 2) [12]. The terms of 

KDD and data mining are different. KDD 

refers to the overall process of discovering 

useful knowledge from data. Data mining 

refers to discover new patterns from a wealth 

of data in databases by focusing on the 

algorithms to extract useful knowledge [12]. 

The KDD process is defined in *13+ as ‚the 

nontrivial process of identifying valid, novel, 

potentially useful, and ultimately 

understandable patterns in data.‛ Fayyad et al. 

[13] distinguish between two main categories 

of data mining (fourth step above): verification-

oriented and discovery-oriented. 

The Intelligent Discovery Assistants [14] 

(IDA), helps users in applying validknowledge 

discovery processes. According to [15], 

although data mining is at the core of the KDD 

process, it is just one stepin the overall KDD 

process, and it usually takes about 15 to 25% of 

the overall effort.It is the exploration of large 

datasets to extract hidden and previously 

unknown patterns, relationships and 

knowledge that are difficult to detect with 

traditional statistical methods [16-20].Data 

Mining is about solving problems by 

analyzing dataalready present in databases 

[21]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2 Data Mining and the KDD Process 

(Source: Fayyad, et.al., 1996) 

Based on figure 2, KDD process consists of 

iterative sequence methods as follows [22, 23]: 

 

1. Selection: Selecting data relevant to the 

analysis task from the database 

 

2. Preprocessing: Removing noise and 

inconsistent data; combining multiple 

data sources 

 

3. Transformation: Transforming data 

into appropriate forms to perform 

data mining 

 
4. Data mining: Choosing a data 

mining algorithm which is 
appropriate to pattern in thedata; 
Extracting data patterns  

 

5. Interpretation/Evaluation : 
Interpreting the patterns into 
knowledge by 
removingredundant or irrelevant 
patterns; Translating the useful 
patterns into terms that human-
understandable  

 

2.2 Data Mining Tasks  

 

Fayyad et.al. (1996) define six main functions 

of data mining: 

 
1. Classification is finding 

models that analyze and 
classify a data item into 
severalpredefined classes 

 

2. Regression is mapping a data item to a 

real-valued prediction variable 

3. Clustering is identifying a finite set of 

categories or clusters to describe the 

data 
 
 

5. Dependency Modeling (Association 
Rule Learning) is finding a model 
which describessignificant 
dependencies between variables  

 
6. Deviation Detection (Anomaly 

Detection) is discovering the most 
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significant changes inthe data  

 

7. Summarization is finding a compact 

description for a subset of data 

 

Data mining has two primary objectives of 

prediction and description. Prediction involves 

using some variables in data sets in order to 

predict unknown values of other relevant 

variables (e.g. classification, regression, and 

anomaly detection) Description involves finding 

human-understandable patterns and trends in 

the data (e.g. clustering, association rule learning, 

and summarization) [24]. 

 

3.  KNOWLEDGE MANAGEMENT 

 

3.1 Definition of Knowledge Management 

 
There are various concepts of knowledge 
management. In this paper we use the 
definition of knowledge management by 
McInerney (2002): 

 

‚Knowledge management (KM) is an effort to 
increase useful knowledge within the 
organization. Ways to do this include 
encouraging communication, offering 
opportunities to learn, and promoting the 
sharing of appropriate knowledge artifacts‛ 

 
This definition emphasizes the interaction 
aspect of knowledge management and 
organizational learning.Vance (1997) defines 
information as data interpreted into 
ameaningful framework whereas knowledge is 
information that has been authenticated 
andthought to be true. Maglitta (1996) 
suggests that data is raw numbers and facts, 
information is processed data, and knowledge 
is "information made actionable."[25].The 
importance of KM today for individuals, for 
communities of practice, and for organizations 
are described togetherwith the emerging KM 
roles and responsibilities needed to ensure 
successful KM implementations[26]. 
‘<..The processes that governs the creation, 
dissemination, and utilization of knowledge<’ 
(Newman, 1992). [27]. 

 ‘<. Managing the organization’s knowledge 

of employees so others may be more effective 

organizational performance<’ (O’Leary, 1998). 

[27]. 

 

Knowledge management process focuses on 

knowledge flows and the process of creation, 

sharing, and distributing knowledge (Figure 3) 

[28]. Each of knowledge units of capture and 

creation, sharing and dissemination, and 

acquisition and application can be facilitated 

by information technology.Knowledge 

management practices measured 

throughinformation technology, 

organizationand knowledge positively affect 

organizational performance[29]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

Figure 3 KM Technologies Integrated 

KM Cycle (Source from Dalkir, .,2005). 

 
As technologies play an important role in KM, 
technologies stand to be a necessary tool for 
KM usage [30]. Thus, KM requires 
technologies to facilitate communication, 
collaboration, and content for better 
knowledge capture, sharing, dissemination, 
and application. 

 

3.2 Knowledge Management: Capture and 

Creation Tools 

 
This section provides an overview of a 
classification of KM technologies as tools and 
focuses on tools for capture and creation 
knowledge. 
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Liao (2003) classifies KM technologies using 

seven categories: 

 

1. KM Framework  

2. Knowledge-Based Systems (KBS)  

3. Data Mining   
4. Information and Communication 

Technology  

5. Artificial Intelligence (AI)/Expert 

Systems (ES)   
6. Database Technology (DT)   
7. Modeling  

 

Ruggles et.al. (1997) classify KM technologies 

as tools that generate knowledge (e.g. data 

mining), code knowledge, and transfer 

knowledge. Dalkir (2005) classifies KM tools 

according to the phase of the KM cycle. We 

can see that data mining involves in the part of 

knowledge creation and capture phase. 

 
4. THE APPLICATIONS 

OF DATA MINING 
IN KNOWLEDGE 
MANAGEMENT 

 

The reviews of ten articles has discussed on 

the applications of data mining to 

organizational knowledge management for 

effective capturing, storing and retrieving, and 

transferring knowledge. We divided the 

reviewed articles into four main groups: (i) 

knowledge resource; (ii) knowledge types 

and/or knowledge datasets; (iii) data mining 

tasks; and (iv) data mining techniques and 

applications used in KM. Knowledge 

management is the system and managerial 

approach to thegathering, management, use, 

analysis, sharing, and discovery of 

knowledgein an organization or a community 

in order to maximize performance (Chen,2001) 

[31-34]. 

Text mining aims to extract useful knowledge from 

textual data ordocuments (Hearst, 1999; Chen, 

2001). Although text mining is oftenconsidered 

a subfield of data mining, some text mining 

techniques haveoriginated from other 

disciplines, such as information retrieval, 

informationvisualization, computational 

linguistics, and information science [35-36]. 

Finally,the results of numerous researches [36-

40] show that KM affects 

organizationalperformance in a positive 

manner, but this relationship is very difficultto 

prove. 

 

4.1 Knowledge Resources 

 
In the study, we divided knowledge resources 
into eight groups as that which knowledge 
object to be stored and manipulated in KM 
and how data mining aids. 

 

1. Health Care Organization: this 

domain was a use of the disease 

knowledge management system 

(KMS) of the hospital case study [41]. 

Data mining tool was used to explore 

diseases, operations, and tumors 

relationships. This tool used to build 

KMS to support clinical medicine in 

order to improve treatment quality 

[41].Data mining applications in 

health can have tremendous potential 

and usefulness [42]. 

 

2. Retailing: this was customer 

knowledge from household 

customers for product line and brand 

extension issues [43]; data mining can 

help and propose suggestions and 

solutions to the firm for product line 

and brand extensions. This doing by 

extracting market knowledge of 

customers, brands, products, and 

purchase data to fulfill the customers’ 

demands behavior [43].  

 

3. Financial/Banking: the domain 
knowledge covered financial and 
economic data; data mining can assist 
banking institutions making decision 
support and knowledge sharing 
processes to an enterprise bond 
classification [44].  

 

4. Small and Middle Businesses (food 

company and food supply chain): 

there were two methods and 

processes to obtain knowledge 

resources: knowledge seeding-the 

relative knowledge to the problems; 

knowledge cultivating-the process to 

find the key knowledge from 
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knowledge seeding [45]. Data mining 

and knowledge management 

integrated can help making better 

decisions [45]. As Death-On-Arrival 

(DOA) problem encountered in food 

supply chain networks (FSCN), Li et 

al. (2010) aimed to build Early 

Warning and Proactive Control 

(EW&PC) systems to solve such 

problems [46]. Knowledge Base was 

an important part of EW&PC systems. 

It contained data analysis by 

managers and organizes in an 

appropriate way for other managers. 

Data mining methods were helpful 

for the EW&PC systems [46].  

 

5. Entrepreneurial Science: the 

knowledge resource was research 

assets in a knowledge institution [47]; 

there were three types of the research 

assets: research products, intellectual 

capital, and research programs. Data 

mining facilitated for knowledge 

extraction and helped guiding 

managers in determining strategies on 

knowledge-oriented organization 

competition [47].  

 

6. Business: data collected from 
questionnaire, an intensive literature 
review, and discussions with four KM 
experts [48]. Data mining can discover 
hidden patterns between KM and its 
performance for better KM 
implementations [48].  

 

7. Collaboration and Teamwork: 

Worker’s log and documents were 

analyzed each worker’s referencing 

behavior and construct worker’s 

knowledge flow. Data mining 

techniques can mine and construct 

group-based knowledge flows (GKFs) 

prototype for task-based groups [49].  

 

8. Construction Industry: a large part of 

this enterprise information was 

available in the form of textual data 

formats [50]. This leads to the 

influence of text mining techniques to 

handle textual information source for 

industrial knowledge discovery and 

management solutions [50].  

 

9. The data mining is used an emerging 

trends in the education system [51-54] 

inthe whole world. 

 

4.2 Knowledge Types:  

 

This section described knowledge types in 
some organizational domains for data mining 
collaboration process in the knowledge 
creation. 

 

• Health-care System domain, the 
dataset composed of three databases: 
the health-careproviders’ database; 
the out-patient health-care statistics 
database; and the medical status 
database [55].Another data source 
was from hospital inpatient medical 
records [56].  

 

• Construction Industry domain, a 

sample data set was in the form of 

Post ProjectReviews (PPRs) as 

defining good or bad information 

[57]. Multiple Key Term Phrasal 

Knowledge sequences (MKTPKS) 

formation was generated through 

applications of text mining and was 

used an essential part of the text 

analysis in the text documents 

classification [57].  

 

• Retailing domain: customer data and 
the products purchased have been 
collected andstored in databases to 
mine whether the customers’ 
purchase habits and behavior affect 
the product line and brand extensions 
or not [58].  

 

• The Intelligence Agencies domain: 
The Intelligence Agencies collect and 
analyze information to investigate 
terrorist activities.One challenge to 
law enforcement and intelligent 
agencies is the difficulty of analyzing 
largevolume of data involve in 
criminal and terrorist activities. Now 
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a days the intelligence agency 
areusing the sophisticated data 
mining algorithms which makes it 
easy, to handle the very large 
databases databases for organizations. 
The different data mining techniques 
are used in crime data mining. [59-63] 
.Though the organizations have used 
large data bases but data mining helps 
usto generate the different types of 
information in the organization like 
personal details of thepersons along 
with, vehicle details. 

 

Internal Revenue Service domain: The data 

mining technology SAS/EM is used to discover 

therules those are unknown before and it can 

improve the quality of products and decrease 

the cost [64]. The data mining system 

implemented at the Internal Revenue Service 

to identify high-incomeindividuals engaged in 

abusive tax shelters [65] show significantly 

good results and generates base data for next 

year. 

 

E-commerce is also the most prospective 

domain: E-commerce is also the most 

prospective domain for data mining [66]. It is 

ideal becausemany of the ingredients required 

for successful data mining are easily available: 

data records areplentiful, electronic collection 

provides reliable data, insight can easily be 

turned into action, and return on investment 

can be measured. The integration of e-

commerce and data mining significantly 

improve the results and guide the users in 

generating knowledge and making 

correctbusiness decisions. 

 

The Digital Library domain: The data 

mining application can be used in the field of 

the Digital Library where the user willfinds or 

collects, stores and preserves the data which 

are in the form of digital mode. The adventof 

electronic resources and their increased use in 

libraries has brought about significant changes 

in Library [67]. The data and information are 

available in the different formats. These 

formatsinclude Text, Images, Video, Audio, 

Picture, Maps, etc. therefore digital library is a 

suitabledomain for application of data mining. 

 

The prediction in engineering applications: 

The prediction in engineering applications was 

treated effectively by a data miningapproach 

[68]. The prediction problems like the cost 

estimation problem in engineering, 

theproblem of engineering design that 

involves decisions where parameters, actions, 

components, and so on are selected. Data 

mining technique is used for the variety of the 

parameters in the field ofengineering 

applications like prior data. 

 

Financial domain: There were two datasets 

posed in financial domain: (i) to identifybond 

ratings, knowledge sets contained strings of 

data, models, parameters and reports for each 

analytical study; and (ii) to predict rating 

changes of bonds, cluster data of bond features 

as well as the model parameters were stored, 

classified, and applied to rating predictions 

[69]. 

 

• Small and Middle Businesses 

(SMBs) domain: Knowledge types in 

small and middlebusinesses in case of 

Food Company were related to the 

corporate conditions or goals of the 

problem among all departments to 

develop a decision system platform 

and then formed the knowledge tree 

to find relations by human-computer 

interaction method and optimize the 

process of decision making[70].To 

solve food supply chain networks 

problems, Li et al. (2010) developed 

EW&PC prototype which composed 

of major components of: (i) 

knowledge base, (ii) task classifier and 

template approaches, (iii) DM 

methods library with expert system 

for method selection, (iv) explorer and 

predictor, and   
(v) User interface [71]. This system 
built decision support models and 
helped managers to accomplish 
decision-making.  

 

• Research Assets domain: In Cantu 
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& Cellbos (2010) focused on managing 

knowledgeassets by applied 

acknowledge and information 

network (KIN) approach. This 

platform contained three components 

types of research products, human 

resources or intellectual capital, and 

research programs. The various types 

of research assets were handled on 

domain ontologies and databases [72].  

 

• Business domain: there were two 

types of knowledge attributes 

conducted: conditionattributes and 

decision attribute [73]. Condition 

attributes included four independent 

attributes of the KM purpose, the 

explicit-oriented degree, the tacit-

oriented degree, and the success 

factor. Decision attribute included one 

dependent attribute of the KM 

performance [73].  

 

Collaboration and Teamwork domain: a 

dataset used from a research laboratory in 

aresearch institute. It contained 14 knowledge 

workers, 424 research documents, and a 

workers’ log as that recorded the time of 

document accessed and the documents of 

workers’ needed *74+. For the workers’ log, it 

was generated to 2 levels of codified-level 

knowledge flow and topic-level knowledge 

flow [74]. The two types of knowledge flow 

were determined to describe a worker’s needs. 

To collect the knowledge flow, documents in 

the datasetwere categorized into eight clusters 

by data mining clustering approach [74]. 

 

Data Mining Life Cycle: The life cycle of a 

data mining project consists of six phases [75- 

76]. The sequence of the phases is not rigid. 

Moving back and forth between different 

phases is always required. It depends onthe 

outcome of each phase. The main phases are: 

 

Business Understanding: This phase focuses 

on understanding the project objectives and 

requirements from a businessperspective, then 

converting this knowledge into a data mining 

problem definition and apreliminary plan 

designed to achieve the objectives. 

Data Understanding: It starts with an initial 

data collection, to get familiar with the data, to 

identify data qualityproblems, to discover first 

insights into the data or to detect interesting 

subsets to form hypotheses forhidden 

information. 

Data Preparation: In this stage, it collects all 

the different data sets and constructs the 

varieties of the activitiesbasing on the initial 

raw data. 

Modeling: In this phase, various modeling 

techniques are selected and applied and their 

parameters arecalibrated to optimal values. 

Evaluation: In this stage the model is 

thoroughly evaluated and reviewed. The steps 

executed to construct themodel to be certain it 

properly achieves the business objectives. At 

the end of this phase, adecision on the use of 

the data mining results should be reached. 

Deployment: The purpose of the model is to 

increase knowledge of the data, the 

knowledgegained will needto be organized 

and presented in a way that the customer can 

use it.Thedeployment phase can beas simple as 

generating a report or as complex as 

implementing arepeatable data mining 

processacross the enterprise. 

 

4.3 Data Mining Techniques/Applications 

Used in Knowledge Management  

 

Within the context of articles reviewed, 

applications of data mining have been widely 

used in various enterprises ranging from 

public health-care, construction industry, Food 

Company, retailing to finance. Each field can 

be supported by different data mining 

techniques which generally include 

classification, clustering, and dependency 

modeling. We provided a brief description of 

the four most used data mining techniques 

including its common tools used and some 

references as follows [77]: 

 

Classification: Classification [78] is one of the 

most common learning in data mining. This 

task aimsat mapping a data item into one of 

several predefined classes. Examples of 

classification methods used as part of 

knowledge management include the 
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classifying of the patients from primary health-

care centers to specialists; the combination of 

the data mining and decision support 

approaches in planning of the regional health-

care system; and the implementation of 

visualization method to facilitate KM and 

decision making processes [79]. In the financial 

company, Cheng, Lu & Sheu (2009) 

implemented an ontology-based approach of 

KM and knowledge sharing in financial 

knowledge management system (FKMS) and 

applied the hybrid SOFM/LVQ classifier of 

clustering and classification data mining 

techniques to classify corporate bonds [80]. For 

small and middle businesses: food company 

domain, data mining can improve decision-

making by knowledge cultivating method 

namely Extenics and Extension datamining 

(EDM) [81]. This method was the integration 

of data mining and knowledge management,to 

develop a decision support system platform 

for better decisions [81]. To solve the death-on-

arrival (DOA) in food supply chain networks, 

corporate manager selected variables that 

might have influence on DOA by using 

“decision tree” of data mining method; and 

used “neuralnetwork” to monitor potential 

DOA for prediction [82]. As knowledge assets 

played an importantrole in knowledge 

economies, Cantu & Ceballos (2010) employed 

data mining agents for extracting useful 

patterns to assist decision makers in 

generating benefits from the knowledge assets 

and used a knowledge information network 

(KIN) platform for managing the knowledge 

assets[83].In the business organizations with a 

large volume of works, such companies 

wanted to better understand what the hidden 

patterns between the KM and its performance, 

using the combination of data mining 

techniques: Bayesian Network (BN) classifier 

and Rough Set Theory (RST) in their business 

could help companies producing the KM to be 

performed effectively and achieve higher 

efficacy resulted [84]. Common tools used for 

classification are decision trees, neural 

network, Bayesian network and rough set 

theory. 

 

The data mining is used emerging trends in 

the education system [85-87] inthe whole 

world: In Indian culture most of the parents 

are uneducated .The main aim of in Indian 

government is thequality education not for 

quantity. But the day by day the education 

systems are changed and inthe 21st century a 

huge number of universalities are established 

by the order of UGC. As thenumbers of 

universities are established side by side, each 

and every day a millennium of studentsare 

enrolls across the country. With huge number 

of higher education aspirants, we believe 

thatdata mining technology can help bridging 

knowledge gap in higher educational systems. 

Thehidden patterns, associations, and 

anomalies that are discovered by data mining 

techniques fromeducational data can improve 

decision making processes in higher 

educational systems. Thisimprovement can 

bring advantages such as maximizing 

educational system efficiency, 

decreasingstudent's drop-out rate, and 

increasing student's promotion rate, increasing 

student's retention ratein, increasing student's 

transition rate, increasing educational 

improvement ratio, increasingstudent's 

success, increasing student's learning outcome, 

and reducing the cost of systemprocesses. In 

this current era we are using the KDD and the 

data mining tools for extracting theknowledge 

this knowledge can be used for improving the 

quality of education .The decisions 

treeclassification is used in this type of 

applications [88].  

 

Data Mining Applications can be generic 

or domain specific: Data mining system can 

be applied for generic or domain specific. 

Some generic data miningapplications cannot 

take its own these decisions but guide users 

for selection of data, selection ofdata mining 

method and for the interpretation of the 

results. The multi agent based data mining 

application [89, 90] has capability of automatic 

selection of data mining technique to be 

applied. TheMulti Agent System used at 

different levels [90]: First, at the level of 

concept hierarchydefinition then at the result 

level to present the best adapted decision to 

the user. This decision isstored in knowledge 
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Base to use in a later decision-making. Multi 

Agent System Tool used forgeneric data 

mining system development [91] uses different 

agents to perform different tasks. 

 

A multi-tier data mining system is 

proposed to enhance the performance of 

the data mining process [91]: It has basic 

components like user interface, data mining 

services, data access services and thedata. 

There are three different architectures 

presented for the data mining system namely 

one-tire,Two-tire and Three-tier architecture. 

Generic system required to integrate as many 

learningalgorithms as possible and decides the 

most appropriate algorithm to use. CORBA 

(CommonObject Request Broker Architecture) 

has features like: Integration of different 

applications coded inany programming 

language considerably easy. It allows 

reusability in a feasible way and finally 

itmakes possible to build large and scalable 

system. The data mining system architecture 

basedon CORBA is given by Object 

Management Group [91] has all characteristics 

to accomplish adistributed and object oriented 

computation. A data-centric focus and 

automated methodologiesmakes data mining 

accessible to no experts [92]. The use of high-

level interfaces canimplement the automated 

methodologies that hide the data mining 

concepts away from theusers. A data-centric 

design hides away all the details of mining 

methodology and exposes themthrough high-

level tasks that are goal-oriented. These goal-

oriented tasks are implementedusing data-

centric APIs. This design makes data mining 

task like other types of queries thatusers 

perform on the data. In data mining better 

results could be obtained if large data 

isavailable. It leads to the merging and linking 

of local databases. A new data-

miningarchitecture based on Internet 

technology addressed this problem. [93] The 

context factor playsvital role in the success of 

data mining. The importance and meaning of 

same data in the differentcontext is different. A 

data in one context is very important may not 

be much important in othercontext. A context-

aware data-mining framework filters useful 

and interesting context factors, and can 

produce accurate and precise prediction using 

those factors [94]. 

Application of Data Mining techniques in 

CRM: Data mining technique is used in CRM 

.Now a days it is one of the hot topic to 

research in theindustry because CRM have 

attracted both the practitioners and academics. 

It aims to give aresearch summary on the 

application of data mining in the CRM domain 

and techniques whichare most often used. 

Although this review cannot claim to be 

exhaustive, it does providereasonable insights 

and shows the incidence of research on this 

subject. The results presented inthis paper 

have several important implications: Research 

on the application of data mining inCRM will 

increase significantly in the future based on 

past publication rates and the 

increasinginterest in the area. The majority of 

the reviewed articles relate to customer 

retention [95]. 

In language research and language: 

Engineering much time extra linguistic 

informationis needed about a text. A linguistic 

profile that contains large number of linguistic 

features can begenerated from text file 

automatically using data mining [96]. This 

technique found quiteeffective for authorship 

verification and recognition. A profiling 

system usingcombination oflexical and 

syntactic features shows 97% accuracy in 

selecting correct author for the text. 

Thelinguistic profiling of text effectively used 

to control the quality of language and for the 

automatic language verification. [97] This 

method verifies automatically the text is of 

native quality. Theresults show that language 

verification is indeed possible. 

 

In Medical Science: In medical science there 

is large scope for application of data mining. 

Diagnosis of diesis, healthcare, patient 

profiling and history generation etc. are the 

few examples. Mammography is themethod 

used in breast cancer detection. Radiologists 

face lot of difficulties in detection of tumors 
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that’s why CAM (Computer Aided Methods) 

could help to the medical staff. So that they 

canproduce the good quality of the result 

detection [98]. The neural networks with back-

propagationand association rule mining used 

for tumor classification in mammograms. The 

data miningeffectively used in the diagnosis of 

lung abnormality that may be cancerous or 

benign [99]. Thedata mining algorithms 

significantly reduce patient’s risks and 

diagnosis costs. Using theprediction 

algorithms the observed prediction accuracy 

was 100% for 91.3% cases. The use ofdata 

mining in health care is the widely used 

application of data mining. The medical data is 

complex and difficult to analyze. A REMINDS 

(Reliable Extraction and Meaningful 

Inferencefrom Non-structured Data) system 

[100] integrates the structured and 

unstructured clinical data inpatient records to 

automatically create high quality structured 

clinical data. To adopt the highquality 

technique, we can mine the existing patient 

records to support guidelines and 

givecompliance to improve patient care. [100] 

 

5. CONCLUSIONS 

In organization, knowledge is an important 

resource. Management of knowledge 

resources has become a strong demand for 

development. Discovering the useful 

knowledge has also significant approach for 

management and decision making. As data 

mining is a main part of KM, this paper has 

identified ten articles related to data mining 

applications in KM, published between 2007 

and 2012. This aims to give a research 

summary on the application of data mining in 

the KM technologies domain. The results 

presented in this paper have some 

assumptions: 

 
• On the basis of the publication rates, 

research on the application of data 
mining in KM will increase in the 
future and cover the interest in 
different areas.  

 
• The classification of data mining tasks 

is usually the employed model in 
organization for description and 
prediction. However, we will see the 
hybridization techniques e.g. 
association rule and clustering; 
classification and clustering etc. in 
order to solve different KM problems. 
This trend will give rising in the 
future.  

 
• In the context of healthcare, one article 

used the visualization technique as a 
supplement to other data mining 
tasks. This visualization system could 
enhance and lead to better 
performance in decision making.  

 
• KM is an interdisciplinary research 

area. Thus, in the future, KM 
development may need integration 
with different technologies and 
demand more methodologies to solve 
KM problems.  

 
• KM applications development tends 

to support expert decision making 
and will be the application of a 
problem-oriented domain.  

 

In this paper, we have shown that data mining 

can be integrated into KM framework and 

enhanced the KM process with better 

knowledge. It is clear that the data mining 

techniques will have a major impact on the 

practice of KM, and will present significance 

challenges for future knowledge and 

information systems research.
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